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We present a new mathematical approach for calculating burst size distributions for the detection of fluorescent
molecules introduced into a fluid flow at different rates. The burst size distributions reflect the passage of
more than one molecule through the detection volume in close succession. The calculations are based upon
a physical model appropriate for the fluorophore phycoerythrin under the conditions of no saturation of
excitation, negligible triplet-state dynamics, and negligible detector dead time. The model includes
photophysical properties of the fluorophore phycoerythrin (absorption cross section, fluorescence quantum
yield, and photostability); diffusion; sample stream hydrodynamics; spatially dependent optical detection
efficiency; and excitation laser beam characteristics. Good agreement is found between the mathematical
model and experimental results with phycoerythrin.

Introduction

In recent years, the detection and spectroscopy of single
molecules has become a routine experimental technique.
Especially, the detection of single fluorescent molecules in
liquids at room temperature has made big advances.1-15 The
possible applications of single-molecule detection (SMD) in
flowing liquids are broad and very promising, ranging from
DNA sequencing,16-20 sizing of DNA fragments,21-24 genetic
screening,25 and diagnostics26,27to the study of single-molecule
chemical kinetics28-31 and the detection of minute amounts of
substances.32,33

Our experimental setup for the detection of single molecules
in fluid flow is shown in Figure 1. Single molecules are injected
from a small capillary into the sheath flow of a surrounding
larger capillary. Downstream, a laser beam is focused into the
capillary for exciting fluorescence from the molecules passing
through the probe volume. The resulting bursts of fluorescence
photons emitted by a molecule are detected by appropriate, large
numerical aperture (NA) detection optics. The optical axis (x-
axis) is perpendicular to the flow direction (z-axis) and to the
laser beam (y-axis).

In a SMD experiment in fluid flow, one may measure the
number of photons counted in consecutive time intervals of a
given width. The common way of processing this measured
raw data is to first apply a digital filter to smooth the data (see
Appendix A). A burst is defined as a peak in the filtered data
stream that exceeds a preset threshold. One may then apply a
burst-finding algorithm for isolating individual photon bursts,
which corresponds to the transit of fluorescing molecules
through the detection volume. The total number of raw data
counts that occur during the interval for which the filtered data
stream exceeds the threshold is termed the burst size. The burst
size distribution (BSD) is computed by first applying to the raw
data a smoothing and burst-finding algorithm for finding
individual fluorescence photon bursts, corresponding to transits

of fluorescing molecules through the detection volume (see
Appendix), and, second, by building up a histogram of burst
sizes.

In a SMD experiment with a single fluorescent molecular
species, with good alignment of the experimental system12,20,34

and with sufficiently low background, one observes a peak
expressed in the BSD due to single molecule transits near the
middle of the detection volume. If more than one fluorescent
molecular species with different fluorescence characteristics is
present in the sample stream, one expects to see several peaks
in the BSD corresponding to the different molecular species.
Thus, it is possible to distinguish different molecular species
in the sample stream by their fluorescence intensity character-
istics, a task which may be difficult in some bulk measurements.
This technique has been successfully applied to the sizing of
DNA fragments stained with intercalating dyes.21-24

But, another process will also cause multiple peaks in the
BSD. For finite concentrations of fluorescent molecules in the
sample stream, there exists always a nonvanishing probability
that more than one molecule will pass in close succession
through the detection volume. This causes additional peaks in
the BSD at the position of higher burst size numbers. A related
effect was reported by Chen and Dovichi33 when detecting very
small numbers of molecules in capillary electrophoresis. There,
the fluctuations in the number of detected photoelectrons due
to the fluctuations of the number of molecules in the sampling
volume were dubbed “molecular shot noise”.

To analyze this situation in more detail, one needs a concise
and reliable theoretical description of the experiment, which
allows quantitative predictions of the BSD for different con-
centrations and molecular characteristics. In a recent paper, we
introduced a new path integral approach for the computation
of the photon detection statistics in SMD experiments.35 In the
present paper, we apply this approach to the computation of
BSDs with special emphasis on the effect of multimolecule
events, when more than one molecule traverses the detection
volume at the same time.

The paper is organized as follows. In section 2, we outline
briefly the path integral approach for calculating burst size* To whom correspondence should be addressed.
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distributions for pure single molecule transits. Furthermore, we
consider the problem of multimolecule events from a theoretical
point of view. In section 3, we present the results of SMD
experiments with B-phycoerythrin and compare the results with
the theoretical model developed in section 2. A discussion of
the results concludes the paper.

Theoretical Section

Calculating the Burst Size Distribution for Pure Single-
Molecule Transits. The experimental setup used in the
following considerations is shown in Figure 1. Let us consider
the transit of a single molecule through the detection volume.
Suppose the molecule starts att ) 0 far outside and upstream
of the focused laser beam (in some planerb0 ) {x,y,z0}, z0 )
const.) and choose a timeT large enough that the molecule will
have crossed the detection volume with near certainty att ) T.
The BSD is then given by the probability distributionP1(N) of
measuringN photons within the time interval{0,T}. The lower
index 1 reminds us that we are dealing with puresingle-molecule
crossings.

A detailed derivation of the probability distributionP1(N) is
presented in ref 35. Here, we restrict ourselves to conditions
corresponding to the SMD experiments with B-phycoerythrin
below: no optical saturation effects (low laser intensity);
negligible detector and electronic dead times (even for the
highest molecule injection rate that we used in our measurements
we estimated that we are missing, on average, no more than
3% of the photon counts); linear one-step photobleaching
dynamics,31 and negligible triplet-state dynamics of B-phyco-
erythrin. Furthermore, we observe no polarization in the
emission from phycoerythrin and do not include any polarization
effects in the model.

The basic idea is to consider first the subensemble of all
molecules with the same trajectoryrb(t) and, among this
subensemble, the sub-subensemble of molecules which are
photobleached at the same timetbl. For this sub-subensemble
of molecules, the photon detection statistics are given by a
simple Poisson distribution with a mean equal to

whereδtVf(rb) is the probability of detecting a photon within
time δt if the molecule is at positionrb. Thus, the probability
P1(N) to detectN photons during the time interval{0,T} is a
superposition of Poisson distributions,

The distribution functionP[Vf] is given in the form of a path
integral, running over all possible photobleaching times and
molecule trajectories:

where δ[f(rb)] is a δ-function functional, p0(rb0) δrb is the
probability of finding a molecule in the small volumeδrb at
position rb0 at time t ) 0, δtVbl(rb) is the probability of
photobleaching the molecule within timeδt if the molecule is
at positionrb, D is the diffusion constant of the molecule, andVb
is the flow velocity of the sample stream. The expression
∫Drb(t) symbolizes the path integration, which, in eq 3, runs
over all possible paths with arbitrary starting pointrb0 and
arbitrary end point. The first term in the sum of eq 3 takes
into account the contribution of molecules that photobleach
while crossing the laser beam, whereas the second term accounts
for all molecules that do not photobleach.

The functionsVf(rb) andVbl(rb) can be specified further by

and by

whereI(rb) is the position-dependent laser intensity (photons per
area per time),η(rb) is the position-dependent collection and
detection efficiency of the detection optics and electronics,Φf

andΦbl are the fluorescence and photobleaching quantum yields,
andσ is the absorption cross section. Here, the laser intensity
is assumed to be low (no optical saturation effects), and
background counts are neglected. We are not considering
background effects here, since fluctuations in the background

Figure 1. Sheath flow SMD experimental schematic. The coordinate origin is at the focus of the laser beam.
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in the SMD data could be effectively reduced by the application
of a Lee filter.

In general, it is probably impossible to find an analytical
expression forP1(N). In the present paper we apply a Monte-
Carlo sampling for calculating theP1(N). The basic difficulty
in calculating eq 3 is that the path integral runs over an infinite
number of paths. The idea of a Monte-Carlo calculation is to
choose these paths randomly and then to perform the remaining
integrations numerically. After sampling over a large number
of different paths one expects to gain a sufficiently precise
approximation of the true values ofP1(N) (for details see ref
35).

Multiple Molecule Events. For any nonvanishing concen-
tration of fluorescent molecules in the sample stream, the
probability that two or more molecules pass in close a succession
through the detection volume so as to yield a single photon
burst can never be zero. If two (or more) molecules are
following in too close a succession, they will cause a single,
longer lasting fluorescence burst which is no longer resolvable
into two (or more) single bursts (see the Appendix for the burst
determination algorithm). This will cause additional peaks in
the BSD or at least a broadening of the BSD at higher burst
sizes. To model this, we will use a simplified picture. Letwk

be a weight factor proportional to the probability thatk
molecules pass successively through the detection volume each
separated by less than the mean transit time, producing a single
unresolved burst. The corresponding BSD of all suchk-
molecule bursts is then given by the convolution of the BSD
for all (k - 1)-molecule bursts with the BSD of pure single-
molecule bursts. Thus, for the two-molecule BSD we have

and for thek-molecule BSDs withk > 2

An estimate for the weight factorswk remains to be found. Let
τs be the minimum time between molecules which will yield
resolvable photon bursts, andτm be the mean delivery time
between molecules injected into the fluid flow (molecule
delivery rate equal to 1/τm). Thenwk can be calculated as being
proportional to the probability thatk successive molecules are
separated by times less thanτs and that before and after this
“molecular train” there is no other molecule within timeτs. If
molecules are assumed to arrive randomly, then the probability
density of the timet until the next molecule arrival isτm

-1

exp(t/τm). Thus, the probability thatt > τs is given by
exp(-τs/τm), and we have for thewk

This, of course, is only an approximate estimation since it
assumes a constant value ofτs for all bursts. A similar estimate
for the casek ) 2 is given in ref 36.

Experimental Section

The experimental apparatus used to collect the B-phycoeryth-
rin data is similar to that previously used for DNA fragment

sizing.22-24 Excitation was accomplished with a mode-locked
(200 ps pulse width @ 82 MHz) Ar+ laser operated at 514.5
nm. The output was attenuated with a polarizer/half-wave plate
assembly to 1.0 mW and focused to a 20µm (1/e2 diameter)
circular spot at the center of a 250× 250µm2 square bore sheath
flow cuvette (NSG Precision Cell, Inc.). Fluorescence was
collected at 90° with a 40×, 0.85 NA microscope objective
(Nikon Fluor) and spatially filtered with a 400µm slit located
at the image plane of the microscope objective. The probe
volume thus defined was approximately 3 pL. Light passing
through the slit was spectrally filtered with a 30 nm bandpass
filter centered at 575 nm (575DF30 Omega Optical). The
filtered light was focused with a 10× microscope objective on
the 200 × 200 µm2 area of a photon-counting avalanche
photodiode (SPCM-200-PQ C.D. 2027, EG&G Optoelectronics,
Canada). The sheath fluid water was deionized and purified
on a Milli-Q water system (Millipore, Bedford, MA) and was
delivered to the flow cell using gravity feed. The sheath
volumetric flow rate was adjusted to give transit times through
the probe of ca. 1 ms. B-phycoerythrin dissolved in 1×
Dulbecco’s phosphate buffered saline at a concentration of 1.4
× 10-10 M was forced through a capillary (o.d. 90µm, i.d. 20
µm, Polymicro Technologies) via a pressure differential. B-
Phycoerythrin was eluted from the capillary tip, which was
positioned inside the square bore cuvette, approximately 100
µm upstream of the probe volume.

Photoelectron pulses from the photodiode were amplified,
conditioned with a constant fraction discriminator, and counted
with a multichannel scaler (MCS) PC card (Oxford Instruments).
An IDL (Interactive Data Language, Research Systems, Inc.)
program was used to analyze the data (see Appendix). Photon
bursts from B-phytocoerythrin were sifted from the data, and
the burst areas were integrated and histogramed.

The BSDs of nine measurements at different injection rates
(different injection pressures) are shown in Figure 2. The sheath
flow velocity was held constant throughout these measurements
to yield a transit time of ca. 1 ms. At low sample injection
pressure, the B-phycoerythrin molecules are dilute enough that
mostly single molecules pass through the focused laser and a
single peak appears at 30 photoelectrons. With increasing

Figure 2. Measured B-phycoerythrin BSDs for different injection
pressures (numbers on the right side in units of mmHg). The
distributions were calculated from a total of between 1700 (lowest
injection rate) and 9000 (highest injection rate) bursts. The curves are
offset from each other for clarity.
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injection rate, additional features occur in the high burst size
region, which indicates an increasing fraction of multimolecule
bursts.

Results

Before being able to perform numerical calculations of the
BSDs, one has to specify the spatially dependent laser beam
intensityI(rb), the spatially dependent optical collection efficiency
η(rb), and the initial molecule distributionp0(rb). For the laser
beam intensity we assumed a Gaussian profile (laser focus
situated atx ) z ) 0).

whereω denotes the beam waist radius andP0 is the total laser
power (in photons per time unit). We neglect the divergence
of the beam, assuming that the extent of the detection region
along the laser beam is sufficiently small.

For the optical collection efficiency we used the expressions
derived and studied in ref 37. Withη0 denoting the maximum
value of the collection efficiency andd being the width of the
slit image in the object space, the spatial dependence of the
collection efficiency functionη(rb) is given by

where the abbreviations

are used, andθmin < θmax. NA is the value of the numerical
aperture, andn is the refractive index in the object space. If
θmin > θmax, thenη(x,y) is equal to zero.

The initial probabilityp0(rb0) is assumed to be uniform at the
injection capillary. Rather than running the Monte-Carlo
simulation the entire distance to the laser focus, we recalculated
the distribution at a new positionz ) z0 upstream of the laser
focus, employing the simple hydrodynamic model from ref 35.
The optics were adjusted to obtain a narrow burst size
distribution, i.e., optimal alignment. Thus, the molecules are
eluted from the injection capillary at positionz ) z0 with a
uniform distribution over some diskx2 + y2 e R2. The sample
is then accelerated to the sheath flow velocity and undergoes
diffusion. The starting plane for the Monte-Carlo simulations
was chosen to be atz ) z0 ) -3ω (negligible light intensity at
this point). Then the initial molecule distribution is given by

whereD is the diffusion constant, andt0 is indirectly determined

by the equation

whereV0 denotes the flow velocity andκ is some empirical flow
acceleration constant. It is assumed that the extent of the lateral
distribution (across the flow direction) of the molecules is small
enough so that any effect of the velocity profile of the sheath
flow can be neglected. Furthermore, the sample stream is
assumed to be exactly centered with respect to the laser beam
axis and the optical collection axis.

The following parameter values were used throughout all
calculations (see ref 35): diffusion constantD ) 43 µm2/s,
absorption cross sectionσ ) 5.4 × 10-7 µm2, fluorescence
quantum yieldΦf ) 0.98, total laser powerP0 ) 2.6 × 1015

s-1 (1.0 mW @ 514 nm), laser beam waist radiusω ) 10 µm,
width of the slit image in the object spaced ) 10µm, maximum
collection efficiencyη0 ) 1.3 × 10-2, and distance of the
injection point from the laser beamzinj ) -100 µm.

The time step used in the Monte-Carlo simulation was∆t )
50 µs (equal to the time bin width in the experimental
measurement system), andT was set equal to 2.5 ms. For every
simulation, 104 paths were sampled. One simulation requires
approximately 3.5 min on a Pentium processor 133 MHz PC.
The simulation program was written with Matlab and can be
requested from the authors.38

To obtain the pure single-molecule BSD,P1(N), four un-
known parameters were adjusted: the photobleaching quantum
yield Φbl, the flow velocityV0 (assumed to be uniform over the
detection region), the disk radiusR, and the acceleration
parameterκ. First, we modeled the BSD with the lowest
injection pressure and thus the smallest fraction of non-single-
molecule crossings. From a fit to the data (Figure 2,p ) 35
mmHg) we findΦbl ) 6 × 10-5, V0 ) 2.4 cm/s,R ) 5 µm,
andκ ) 175 s-1. The comparison between the fit result and
experiment is shown in Figure 3.

To account for multimolecule burst events, we calculated the
higher distributionsPk(N) according to eqs 6 and 7 fork ) 2,
..., 7. We fitted the ratioτs/τm directly to the data via eqs 6-8
using a nonlinear least-squares fitting algorithm. The fit of the
burst size distribution for the highest injection rate is shown in
Figure 4. Figure 5 shows the dependence of the fitted ratio

I(x,z) )
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πω2
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x2 + z2
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(10)
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θmax ) min(arctan(d/2 - y
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δ(z - z0)

4π2R2Dt0
∫0

R
drr∫0

2π
dφ ×
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(x - r cosφ)2 + (y - r sinφ)2

4Dt0 ] (12)

Figure 3. Comparison between measured (crosses) and calculated pure
single-molecule (solid line) BSD for the lowest injection rate (35
mmHg).

z0 - zinj

V0
) t0 - 1

κ
[1 - exp(-κt0)] (13)
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τs/τm on the sample injection pressure. Theoretically, the
injection rate (and thusτs/τm) should be directly proportional
to the injection pressure:

whereπ is the injection pressure,π0 is a pressure offset value,
andc is a constant factor.

Discussion

Taking into account the noise in the measured BSDs, and
the simplicity of the assumptions leading to eqs 6-8, the
linearity of the correlation between the determined ratios ofτs/
τm and the injection pressure as shown in Figure 5 is encourag-
ing. Thus, it is possible to extract information about the
molecule injection rate directly from the BSD. Furthermore,
predicting the exact BSD will be important in the evaluation of
SMD data where more than only one fluorescent molecular

species is present. Then, one has to distinguish between
contributions caused by multiple-molecule events of a single-
molecular species and single-molecular events of species with
different values of the product of the absorption cross section
and fluorescence quantum yield.

It should be emphasized that the method presented for
determination of the ratioτs/τm (proportional to the molecule
injection rate) from the BSD is quite general. Even if one is
not able to calculate theoretically the pure single-molecule BSD,
P1(N), one can use the measured distribution (in the low
injection rate limit) to build up, by the simple convolutions of
eqs 6 and 7, the higher order BSDs,Pk(N). The ratioτs/τm was
determined via a nonlinear fit, following eq 8. This is especially
useful for obtaining accurate values ofτs/τm under conditions
of high injection rate. In this sense, measuring carefully the
pure single molecule BSDP1(N) provides a kind of instrumental
response function, from which the ratioτs/τm for any other BSD
can be determined.
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Appendix: Burst-Finding Algorithm

The raw datank (the number of photoelectrons in bink, 1 e
k e N) were smoothed by a Lee filter. Ideally, every burst
consists of a gradual increase and decrease of photocounts. But
Poissonian fluctuations lead to the effect that the number of
photocounts can be below a chosen threshold even after the
beginning or before the end of a burst. Then, the edges of the
burst are not recognized as belonging to the same burst, but
are recognized as separate bursts. This leads to underestimates
of burst sizes at high burst size numbers and to a tremendous
increase in the number of apparent bursts with low burst size
numbers. The function of the Lee filter is to smooth the data
and thus to preclude a distortion of the burst size distribution
when applying a simple threshold procedure.

A Lee filter of window width 2m + 1 is defined as follows:
First, a running mean and variance are calculated using

The range ofk values is limited by the window width. The
filtered datañk are given by

where σ0 is some constant, characterizing the filter. The
resulting smoothed datañk are used to define a photoelectron
burst. A burst is defined by any continuous number of bins
with ñk > nth, wherenth is a predefined threshold value. The
value of nth was set equal to 1.5 times the estimated mean
background count number. For the determination of the burst
size itself, the raw data count numbersnk are summed up over

Figure 4. Comparison between measured (circles) and calculated
(upper solid line) BSD for the highest injection rate. In the calculation,
the distributionsPk(N) were calculated fork ) 2, ..., 7 fromP1(N)
shown in Figure 3. The amplitudes of eachPk were calculated according
to eqs 8. The component distributions are shown as solid lines. The
increase in burst frequency in the model calculations near the origin
reflects the influence of photobleaching, leading to a larger frequency
of small bursts.

Figure 5. Linear fit of theτs/τm values versus the injection pressure.

τs
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1
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∑
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∑
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the burst range. For our experimental data, the width of the
Lee filter window was set to be 2m + 1 ) 11 (m ) 5), and the
value ofσ0 was always equal to 5.

It should be noted that an increasing value ofm increases
the value ofτs. Sinceτs increases withm, a larger fraction of
multiple-molecule bursts are sifted from the data with increasing
m. We performed the data analysis leading to Figure 5 for
values ofm betweenm ) 3 andm ) 7, and we found a nearly
linear dependence of the slopec ) (τs/τm)/(π - π0) (see eq 14)
that can be expressed asc ) (0.3 + 3m) × 10-3 (mmHg)-1,
reflecting the increasing value ofτs with increasingm.
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